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ABSTRACT

A spoken language dialogue system is compased of many parts:
speedr reaognition, speedr synthesis, natural language
understanding, dialogue manager, database, etc. Building a
spoken language system for a new appli cation requires in general
abig effort for integrating al these parts, in addition to the dfort
required for designing, testing and tuning the dialogue behavior.
This is espedally true when complex dialogue tasks are built
based on a mixed initiative paradigm. The gproach suggested in
this paper consists in shaping both the overal generd
architecture & well as the particular dialogue strategy as
sequential dedsion processes. We discussthe mncepts of stateful
and stateless dialogue managers and we introduce a scripting
language, DMD, which supports both. Finally we @nclude with
the description of the dialogue manager implemented for the
DARPA Communicator multi | eg travel task.

1. DIALOGUE ASA SEQUENTIAL DECISION
PROCESS

A dialogue system can be formalized as a sequential dedsion
processin terms of its state space, the set of possble actions, and
the strategy [5][7]. The state space is defined by the mlledion d
all variables that charaderize the state of the dialogue system at a
ceatain padnt in time. The set of actions describes what the
system can dq i.e. the set of functions the system can invoke &
any time (e.g. play a certain prompt, query a database, hang up,
etc.). The strategy is a mapping between the state space ad the
adion set. For any possble state the strategy prescribes what is
the next adion to perform. As a result of the adion and its
interadion with the external environment (e.g. user, database,
etc.) the system gets ©me new observations (e.g. output of ASR,
database tuples, etc.). The new ohservations are registered and
modify the state of the system. This process continues until a
final state is readed (e.g. the state dter hang up in a telephone
interadion). Following this formalization, the process of a
dialogue system can be summarized by the dgorithm in Fig. 1.

The system starts in the initial state S;. § denotes the system
state & turn t. The function NextAction determines the next
adion A to be invoked, and the function NextState updates the

state variables with the external observations. The process is
repeaed urtil afina state S_ isreaded.

S=S

whil e 5zs
A = NextAction(S,)
i nvoke A

O = environnent response to A
S.. = NextState§, A, OQ,)
t=t+1

Figure 1: Dialogue & a sequential process

2. THEAMICA DIALOGUE ARCHITECTURE

In this dion we show how the sequential dedsion pocess
formalizetion was implemented in the AT&T dialogue
architedure and toolkit (AMICA [8]).

2.1 TheDialogue State

The dialogue state in the AMICA architedure is represented by a
reaursive key/value data structure. We cdl this structure
template. A template can be ealy mapped to similar data
structures such as the Galaxy frames [6] used by MIT and
congtituting the standard for the DARPA Communicaor [9]
architedure.

2.2 Dialogue Actions

The adion set of the diadlogue system includes al posshle
actions it can perform, such as interadions with the user (e.g.
asking the user for input, providing a user some output,
confirmations, etc.), interadions with ather external resources
(e.g. querying a database), and internal processng. In our
architedure an adion isafunction that reads a template, possbly
interads with the environment, and returns a modified template.
Of course adions can be defined at different levels of granularity.
For example an adion corresponding to the interadion with a
user can be broken into separate lower level adions, including
generating the prompt, adivating the speed synthesizer,
adivating the speed recognizer with appropriate grammars,
getting input from the speed recognizer, and parsing it.

It would be desirable to have asmall set of generic high level
parametric dialogue adions that could be used in any diaogue
system. Indeed we can define aset of high-level abstrad dialogue
adions, or didogue ads, such as confirmation, constraining,



relaxation, etc. But our experience showed that it is not possble
to acieve a satisfadory applicaion independent
parameterizaion d such abstrad high level dialogue adions. In
fact any applicaion requires fine-tuning of the strategy, and it is
not possble to define areasonably simple parametric form of
dialogue ationsthat will alow for that. The solution we adopted
consists of implementing a set of elemental adions (e.g. Input,
Output, simple state eliting operations, flow control, etc.) that
can be used as building blocks for more cmplex adions. A
scripting language (DMD) was developed bah for building
diaogue adions aswell as for scripting the strategy.

2.3 DMD - the Dialogue Manager Developer
scripting language

DMD is a scripting language that can be used both for building
didlogue adions as well as for building the dialogue strategy.
Other dialogue adions (see[8]) can be invoked within a DMD
script. The interpreter reads the initial state of the dialogue,
exeautes the script, and returns the final state before the process
ends. Therefore a DMD script conforms to ou definition of
dialogue ation, and can be invoked as a higher level adion by
another script. DMD aso includes flow control statements (if,
while, for, foread, etc.) condtioned on the aurrent state that are
used to spedfy the dialogue strategy.

The alvantages of DMD are:

- the oncept of state is embedded in the language.

- DMD alowsthe use of high level operations.

- aDMD script can run either in stateless or stateful mode.

2.3.1 Stateful and Statelessmodes

A didogue manager can dften be used in architedures that
support a persistent connedion between it and the rest of the
modules. This corresponds to a stateful operation, i.e. the
dialogue manager processwill exist for the whole duration of the
interadion, and it will maintain the evolving diaogue state & any
time from the beginning to the end of the aurrent sesgon. This
situation is aimmarized by Fig. 2a. The dialogue processis in

state S . When input |t is recaéved by some other modue, the
dialogue process generates the output Ot while danging its

internal stateto S, .

However, in severa architedural situations it is not possble to
guaranteethe persistence of the dialogue process For examplein
aweb interadion based onthe cgi protocol, for eat single turn
of interadion with a dient browser a new dialogue processis
started on the web server. Ancther example is the MIT Gaaxy
Hub architedure [6][9] on which the DARPA Communicaor
process is based. The Hub is a cedtral router that allows
communicaion among a set of (possbly) stateless servers. The
Hub is the only process in the whole achitedure that is
guaranteed to maintain the state of the system. In these caes the
diadlogue manager process canna maintain the state. Thus the

process (Fi.g 2b) has to be ale to read the previous date S[

along with the input information |t , and return the new state

S..1 andtheoutput O, before terminating. The new state S

is then stored temporarily somewhere dse (e.g. in the dient
browser, in the Hub, in alocd database, etc.), beforeit is sent to
a new didogue manager process that is handling the next
interadion.

In order to have the dialogue manager act as a stateless server,
one has to manage the bodkkeeping of the information to send to
the eternal temporary state repository in order to be @le to
resume the process gamlesdy at the next interadion. Pradicdly
the script describing the whole strategy has to be resumed from
the exad paint it was suspended at the previous turn. The DMD
interpreter does this automaticadly. The same script can run,
transparently to the designer, in stateful or in stateless mode.
When the DMD interpreter runs in statelessmode and exeautes a
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Figure 2: Stateful (a) and stateless (b) dialogue
processs

statement causing the suspension of the aurrent flow (eg. an
output statement), it sends the state (including al the necessary
information abou the current process e.g. program courter,
stadk, values of locd and global variables, etc.) to the cdling
process(e.g. the cgi script). When the dient processinvokes the
dialogue manager, a new DMD interpreter processis darted, the
state information is read, and the DMD interpreter reades the
point in the script succesdve to the last exeauted statement at the
previous turn.

The size of the state for a typicd DMD strategy running in
stateless mode (e.g. the one managing the travel applicaion
described |ater) is of the order of 3 to 6 Kbytes.

2.4 The Dialogue System Architecture

Fig. 3 shows the overdl architedure of the system. A T1 ISDN
line is conneded to the computer telephony platform (Diaogic
based ECTF-compliant CT-media platform). Speda software
[10] has been included in the telephony platform in order to
hande baoth the speed reacgnizer and the text-to-speed in an
asynchronous manner, thus alowing barge-in. The telephony
manager acts as broker. It gets events from the underlying
telephony resources, such as reagnition results and telephony
status (e.g. hang-up, cdl transferred, etc.), converts them into a
template structure, and dspatches them to the DMD interpreter.
Conversely, when a template is receved from the DMD
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Figure 3: The Dialogue System Architedure

interpreter, the telephony manager looks for information like
prompts for TTS, grammars for the recognizer, telephony
commands, and sends them to the telephony platform.

The dialogue strategy is coded in the DMD script. The DMD
language includes gedal Exec functions that alow for starting
and communicding synchronously with external servers. In Fig.
3 we show a natural language understanding server (based on
CHRONUS [1]) and a database interface server. The database
interface server converts a query semanticdly expressd by a
template into a SQL query, sends it to a relationa database
server, formats the result as a template, and sends it bad to the
DMD interpreter.

The DMD interpreter, in this architedure, ads as a server. Each
time it is invoked for a new transadion by the telephony
manager, it forks a new processthat will be adive for the whole
duration d the dialogue. The same server can be invoked in
stateless mode by including the proper control sequence in the
initial state template. Thisis espedally useful for text based web
interadions. In that case the http interface(a cgi script running
on a web server) invokes a new DMD processthat is forked by
the DMD interpreter. The output state is then sent and stored by
the browser. At the next turn a new DMD process is invoked
with the previous gate from the browser.

In this architecure, all the asynchronous events are managed by
the telephony platform. The dialogue manager and the other
processs it invokes (e.g. natural language understanding) are
invoked in a synchronows manner, asauming their processng
time is negligible. If the database server delay bemmes
significant, it should be invoked asynchronoisly by the telephony
platform diredly, thus alowing detedion of user events (barge-
in) while datais accessed.

An dternative achitecdure, compliant with the DARPA
Communicator[9] projed, can be obtained with minor changesin
the mmporents, as siown in Fig. 4. The Hub is an asynchronows
router that receéves/sends messages from/to the servers in the
form of key-value pairs. The routing function of the Hub is
scriptable. In this case the DMD interpreter is aways working in
stateless mode. When it receéves a message (converted into a
template format), it processes it acording to the DMD script and
sends the result bad to the Hub, including the aurrent state, so
that at the next iteration the script is resumed from the very same
point it was left.
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Figure 4: The Communicator compliant architecure

3. THE TRAVEL SYSTEM

The travel diadlogue' system consists of a planning agent for
making flight, car, and hdel reservation for multi-leg trips. A
typicd interadionis gownin Table 1.

3.1 The Strategy

For an effedive interadion with the user we alopted a mixed
initi ative dialogue strategy where the system guides the user by
asking questions about specific atributes of the task (e.g. origin,
destination, etc.), but at the same time dlows for the user to
provide more information than the one requested, i.e. the user can
provide alditional information a corred previousy suppied
attributes.

Mixed initiative strategies differ form the traditional prompt
based or system initiative strategy adopted in IVR and simple
voice gplicaions.

A prompt based diaogue strategy can be represented as a tree
where each nock corresponds to a system prompt, the root
corresponding to the initia system prompt (e.g. greetings). Each
node branches out with ead possble semanticaly diff erent user
resporse. For example a node wrresponding to the question
Would you need a hotel in Boston? has two branches, one that
corresponds to a negative answer and leals, for instance to the
prompt Do you need a car in Boston?, and ore @rresponding to
a postive aswer leading to the prompt Would you like a
downtown or airport hotel?.

A prompt based daogue strategy is usually implemented as a
program consisting of nested if/elseif statements. A prompt-based
strategy is slitable for simple system initiative tasks where the
number of semanticdly different answersislimited at ead pant.

In a mixed initiative dialogue, instead, the number of posshle
user inputs is virtualy unlimited at any time. Implementing a
mixed initiative strategy in a prompt-based manner will result in
a prohibitively complex program that is hard or impaossble to
write and cebug. Instead we alopted the sequential dedsion
process model (Fig. 1) for implementing the mixed initiative
diaogue, resulting in a significant simplification o the program
representing the strategy. In this approach the dialogue strategy is

1 http://www.research.att.com/~roberto/communicator web/main.html
for more information about the travel system.




spedfied by two functions of the didogue state & down in
Fig.1, i.e. NextAction and NextSate.

In the travel task the state is represented mainly by an itinerary
template that keeps relevant information for ead leg of the trip.
The NextAction function examines the itinerary entries
corresponding to the airrent leg and determines which is the
appropriate prompt to invoke. For example, if the origin o the
flight is nat in the itinerary for the arrent leg, the next adion is
the question What is your departure airport?. When al the
necessary attributesto seled aflight (i.e. origin, destination, date,
and time) are filled in the itinerary for the aurrent leg, but the
flight information is not there, the next adion chosen by
NextAction is a database query.

Welcome to AT&T Communicator. Please say your departure
airport.

| am leaving from Denver

Leaving from Denver. Where are you going?

Going to San Francisco

Flying to San Francisco. What date do you want to fly?

Hum?

| need to reconfirm the following information. Please answer
yes or no. Are you flying to San Francisco?

Yes

Please tell me the date of your flight.

It is August first late in the morning.

This is the closest flight | have found: United Airlines flight
1521 departs Denver at 11 28 AM and arrives San Francisco
International at 1 15 PM. Do you confirm this flight?

Yes

Will you need a hotel?

Yes a hotel downtown

Will you need a rental car?

No thanks

Are you going back to Denver?

Yes

What date do you want to fly?

Table 1. Example of interadion with the travel
system

The order in which NextAction chedks for missng informationin
theitinerary templateis fixed by the strategy script, but the a¢ua
order of prompts to the results from the information adually
provided by the user. For example, if after a prompt asking for
departure dty the user spedfies, in addition, aso the destination,
the date and the preferred time, the next adion d the system will
be database retrieval of the gopropriate flight. If the user, instead,
always provides just the information that was asked by the
system, the dialogue procedals in a system initiative manner
through all the promptsin the prescribed order.

The NextSate function updates the itinerary template with the
current information obtained from the user in the cntext of the
previous prompt. For exampleif the user says San Francisco and
the previous question Where are you flying to? it will update the
field destination in the itinerary template. The NextState function
handles naturally user initiative by filli ng the gpropriate slotsin
theitinerary template.

Most of mixed initi ative dial ogue systems are implemented using
asequential dedsion approacd, such as[2][3][4][6][8]-

Notice that while the prompt based strategy can be represented
by a tree the sequential dedsion process based strategy is
represented by the loop o Fig. 1. The same dialogue behavior
can he obtained with both strategies, with dfferent resulting
complexity of the implementation. In fad, unwrapping the loop
of a sequentia dedsion process will result in the tree of the
prompt based strategy.

4. CONCLUSIONS

We showed haw the éstrad sequential dedsion process model
of a dialogue system was used bah for designing dialogue
architedure @ well as for implementing a mixed initiative
dialogue strategy.

REFERENCES

[1] Pieracdni, R., Levin, E., “A leaning approac to natura
language understanding, ” in NATO-ASl, New Advances &
Trends in Speech Recognition and Coding, Springer-Verlag,
Bubion (Granada), Spain, 1993.

[2] Stdlard, D., “The BBN ATIS4 Dialogue System,” Proc. of
1995 ARPA Spoken Language Systems Technology
Workshop, Austin Texas, Jan. 1995.

[3] Abela, A., Brown, M.K., Buntschuh, B.,”Development
Principles for Dialogue-Based Interfaces,” Proc. Of
European Conference on Artificia Intelligence, Budapest,
Hungary, 1996

[4] Lamel L. eta. “The LIMS| Rail Tel System: Field Trias of
a Telephore Service for Rail Travel Information,” Speeth
Communication, 23 p.67-82, October 1997.

[5] Levin, E., Pieracdni, R., Eckert, W., “Using Markov
Dedsion Processfor Leaning Dialogue Strategies, “ Proc.
ICASSP 98, Sedtle, WA, May 1998

[6] Seneff, S., Hurley, E., Lau, R., Pao, C., Schmid, P., Zue,
V., “Galaxy-1l: A Reference Architedure for
Conversational System Development, “ Proc. ICSLP 98,
Sydney, Australia, November 199%8.

[71 Levin, E., Pieracdni, R., Eckert, W., “A Stochastic Model
of Human-Machine Interadion for Leaning Diaogue
Strategies, “ to appea in |[EEE Trans. on Speech and Audio
Processing, January 200Q

[8] Pieracdni, R., Levin, E., Eckert, W., “AMICA, the AT&T
Mixed Initiative Conversationa Architeaure,” Proc. of
EUROSPEECH 97, Rhodes, Greece September 1997,

[9] DARPA Communicator: http://fofocamitre.org

[10] G. Di Fabhrizio, C. Kamm, P. Ruscitti, S. Narayanan, B.
Buntschuh, A. Abella, J. Hubbell, J. Wright “Extending a
Standard-based |P and Computer Telephory Platform to
Support Multi-modal Services, “ Proc. of ESCA Tutorial
and Research Workshop on INTERACTIVE DIALOGUE IN
MULTI-MODAL SYSTEMS, Kloster Irsee Germany - June
22-25, 1999.

[11] Didogic CT Media
http://www.dial ogic.com/products/ctmedia




